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 Oil palm plant (Elaeis guineensis Jacq.) is a plantation crop 
that has a high economic value for Indonesia, because the 
results of oil palm plantations can increase the country's 
foreign exchange. Oil palm plantations can create jobs for 
the people of Indonesia, thus reducing unemployment in 
Indonesia. Oil palm plantations in Indonesia have spread to 
various regions, besides being found on the islands of 
Sumatra and Kalimantan, now oil palm plantations are 
almost found in various regions in Indonesia both small-
scale plantations and large-scale plantations. This research 
uses historical data in the form of monthly palm oil 
production to predict the price of strategic food 
commodities. The period of palm oil production used is from 
January 1997 to December 2023 obtained from the website 
of PT. X or documentation data at PT. X. In this study the data 
was divided into 4 data scenarios using the Time Series 
Cross Validation (TSCV) method. The results of palm oil 
production modeling with LSTM that have been carried out 
show that palm oil production data shows differences in 
forecasting values and accuracy in the number of neurons 
and epochs used. The conclusion of this study is that from 
data processing and analysis in the previous chapter, it can 
be concluded that forecasting the amount of palm oil 
production in PT X can be modeled with LTSM and SARIMA 
method using Time Series Cross Validation (TSCV) data. 

 

  

 
INTRODUCTION 

Oil palm plant (Elaeis guineensis Jacq.) is a plantation crop that has a high economic value for 

Indonesia, because the results of oil palm plantations can increase the country's foreign exchange. Oil 

palm plantations can create jobs for the people of Indonesia, thus reducing unemployment in Indonesia. 

Oil palm plantations in Indonesia have spread to various regions, besides being found on the islands of 

Sumatra and Kalimantan, now oil palm plantations are almost found in various regions in Indonesia 

both small-scale plantations and large-scale plantations. Indonesia is the second largest palm oil 

producer in the world after Malaysia (Marpaung et al., 2020). Indonesia and Malaysia control more than 

85% of the world palm oil market where until 2016 as much as 22.76 million tons of palm oil have been 

exported to other countries despite fluctuations in world demand (Ditjenbun, 2021). 

Oil palm is currently one type of plantation crop that occupies an important position in the 

agricultural sector in general, and the plantation sector in particular. This is because of the many crops 
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that produce oil or fat, oil palm produces the largest economic value per hectare in the world 

(Rusmilawati &; Prasetyaningrum, 2021). Besides being used in various consumer products such as 

margarine, soap, skin care products and cosmetics, palm oil has also become a feedstock in biodiesel 

production in Indonesia. The use of palm oil as biodiesel fuel has proven efficient in terms of energy 

savings and carbon emission reduction. According to Lukman as Secretary General of the Council of Palm 

Oil Producing Countries (CPOPC) that Indonesia can save up to the equivalent of IDR 161.55 trillion 

through the use of palm oil-based biodiesel (Baskoro, 2023). So that it has a positive impact on market 

demand (Puspitasari, 2017). Currently, the use of palm oil is used to meet domestic needs and is no 

longer focused on export activities to consumer countries such as being an environmentally friendly 

fuel. With the support of the B30 and B50 programs by the government as biodiesel, the need for palm 

oil will increase and be able to reduce the cost of diesel imports (GAPKI, 2018). 

According to data from the United States Department of Agriculture (USDA), Indonesia ranks first 

with total production reaching 45.5 million metric tons in 2022. This high production is an important 

indicator for the palm oil industry, which has a major role in the Indonesian economy. However, 

common problems faced in oil palm cultivation include low productivity and production quality 

(Wahyudi, 2021). Therefore, forecasting becomes very important because the preparation of a plan is 

based on a projection or forecast (Setyamidjaja, 2013). In the production process of oil palm plantations 

, forecasting is one of the important factors to support operations to be more effective and run well.  

Prediction of palm oil production is very important so that all activities can be carried out planned 

effectively and efficiently (Syarovy et al., 2023). 

This study has differences with research conducted by Syarovy et al., (2023) which uses Recurrent 

Neural Network-Long Short-Term Memory (RNN-LSTM). RNN-LSTM is a Deep Learning Model (DNN) 

that can be used to predict based on sequential data. Recurrent Neural Network (RNN) algorithm is one 

of the deep learning algorithms that can be used to recognize patterns and make predictions on 

numerical data in the form of time series. While the current study uses Time Series Cross Validation 

(TSCV) data. Cross validation is a statistical technique used in machine learning and other predictive 

modeling to assess the performance and generalizability of a model. The characteristic of Time Series 

Cross Validation (TSCV) data or time series-based data is that the validation sample consists of 

successive observations (Deng, 2023). In addition, the difference in the current study is using monthly 

data (1999-2023), while Syarovy et al.'s (2023) study uses annual data (2011-2021). 

The problem in this study is that it occurs in the palm oil production of PT. X, i.e. in the last five 

years, PT. X experienced instability in the amount of palm oil production. Production instability can be 

caused by several factors such as climate fluctuations, pest and disease attacks, ineffective garden 

management, and changes in government policies related to the plantation sector. Production 

evaluation is also carried out every month to see the production performance in that month has reached 

the production target or vice versa. However, problems arise because the planned and targeted 

production results are different from the realization of the production results. In addition, increasing 

palm oil production is only done through land expansion and there is still a gap between actual and 

potential production. Therefore, an intensification approach is needed in increasing palm oil production 

by applying the principles of sustainability, protecting land resources, and minimizing production costs. 

The formulation of the problem in this study is how the forecasting performance of LSTM and 

SARIMA models when forecasting palm oil production using TSCV data. How accurate are the 

forecasting results of LSTM and SARIMA methods when forecasting palm oil production using TSCV data 

based on MAPE values. The purpose of this study describes the forecasting performance of LSTM and 

SARIMA models in forecasting palm oil production using TSCV data. Comparing the accuracy of LSTM 

and SARIMA results in forecasting palm oil production using TSCV data. 

This research is expected to provide benefits and is expected to contribute to the development of 

production forecasting science by providing knowledge about Long Short-Term Memory (LSTM) model 

forecasting in forecasting palm oil production in PT X using Time Series Cross Validation (TSCV) data. 
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The results of this research are expected to contribute to PT. X as a palm oil business player related to 

the accuracy of the Long Short-Term Memory (LSTM) model forecasting results in forecasting palm oil 

production using Time Series Cross Validation (TSCV) data. 

 

METHODS 
In the research to be carried out, the research process will be carried out based on the design of 

exploratory predictive research data. The purpose of exploring palm oil production data is to explore 
information and also understanding using palm oil production data at PT X. With the purpose of this 
study, the design in this study is predictive-exploratory (Kwakkel, 2017). Predictive-exploratory was 
chosen because this study will predict the data to be used and process it for a certain focus where in this 
study the main focus is to compare the performance and accuracy of the forecasting results of the Long 
Short-Term Memory (LSTM) and Seasonal Autoregressive Integrated Moving Average (SARIMA) models 
in forecasting palm oil production at PT. X uses Time Series Cross Validation (TSCV) data. 

This research uses historical data in the form of monthly palm oil production to predict the price 
of strategic food commodities. The period of palm oil production used is from January 1997 to December 
2023 obtained from the website of PT. X or documentation data at PT. X. In this study the data was 
divided into 4 data scenarios using the Time Series Cross Validation (TSCV) method. Descriptive analysis 
in this study describes (describes) the mean, minimum, maximum, and standard deviation values of 
each research variable (Widarjono, 2015). The descriptive statistics of the data are shown in the 
following Table: 

Table 1. Descriptive Statistics of Monthly Production for the Period January 1997 – December 
2023 

Statistics Descriptive Value 
Mean 320359.2371 

Standard Error 6969.516842 
Median 332683.8685 

Standard Deviation 125451.3032 
Sample Variance 15738029465 

Range 530278.55 
Minimum 63773.49 
Maximum 594052.04 

Sum 103796392.8 
Count 324 

 
Based on the table above, it can be explained as follows: The average palm oil production from 

1997 to 2023 is 320,359 tons, the minimum value is 63,773 tons, the maximum value is 594,052 tons, 
and the standard deviation is 125,451 tons with the number of observations (n) of 324. 
 
 
RESULTS  
Results of forecasting palm oil production using LSTM 

The results of palm oil production modeling with LSTM that have been carried out show that palm 

oil production data shows differences in forecasting values and accuracy in the number of neurons and 

epochs used. Training data built with the LSTM model with the number of neurons used of 32 gave an 

increase in average accuracy compared to the model built with the number of neurons used 64. Where 

the accuracy methods used are RMSE and MAPE. The difference in the accuracy of modeling results with 

training data is presented in the following table: 

Table 2. Accuracy of Data Modeling and Forecasting Results Train with LSTM 

Scenario   
Data 

Number of Neurons Epoch RMSE MAP 

1 
32 

50 72212.48 62.71 
100 49658.00 67.21 

64 50 62393.67 64.34 
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100 45066.17 68.55 

2 
32 

50 72795.13 56.76 
100 56099.03 58.15 

64 
50 68585.49 56.77 

100 40533.24 60.96 

3 
32 

50 58629.83 44.88 
100 49782.73 49.31 

64 
50 50987.22 49.89 

100 39913.40 50.83 

4 
32 

50 48364.38 29.07 
100 30955.93 32.08 

64 
50 42122.47 28.32 

100 29934.22 34.61 
Average 51127.09 50.90 

 

The model obtained is continued analysis to be modeled on test data and then for forecasting. The 

criteria for comparison of the parameters of the results of empirical data forecasts proposed in this 

study are RMSE and MAPE. This criterion is a bias or error from the results of forecasting carried out 

based on the average value of MAPE. The best parameter based on a predefined scenario is selected 

based on the smallest average value of forecasting bias or error. 

Table 3. Accuracy of Test Data Modeling and Forecasting Results with LSTM 

Data Scenarios Number of Neurons Epoch RMSE MAP 

1 
32 

50 45645.51 14.09 
100 35842.73 15.47 

64 
50 39805.29 14.30 

100 36632.29 16.29 

2 
32 

50 125738.46 24.90 
100 91368.86 18.93 

64 
50 118883.34 23.59 

100 62089.47 15.72 

3 
32 

50 121843.18 32.93 
100 89569.44 22.94 

64 
50 89417.49 22.86 

100 68970.07 17.40 

4 
32 

50 89399.58 43.63 
100 50289.77 22.49 

64 
50 78387.99 37.80 

100 41319.69 17.52 
Average 75970.51 22.55 

 

The table above shows the results of LSTM model forecasting evaluation from 4 data scenarios 

with parameter initialization trials on the number of neurons and epochs. From all parameter trials that 

have been carried out, the best model is a combination that produces a MAPE value of 14.09 where the 

smallest MAPE value in the other data scenario is in data scenario 1 with the initialization of epoch 

parameter 50 with the number of neurons 32. 
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Table 4. Accuracy of Test Data Modeling and Forecasting Results with LSTM 
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The data that will be used to determine the best model based on the candidate model will be split 

the data first, namely by dividing the data into two parts, the first part is as training data and the second 

part as testing data, this data uses the Time Series Cross Validation (TSCV) subset function. This data 

train is what will be used to build the model. 

 

 

 

 

 

 

Figure 1. Coding R for splitting data 

 

Furthermore, stationary checks on palm oil production data are carried out by formal exploration 

and testing. Stationary in the mean was observed using the ACF plot. The ACF plot in the figure can be 

seen from 4 data scenarios showing a slowly downward trend which shows the data is not yet stationary 

in the mean. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Graph 1. ACF plot of palm oil production is not yet stationary 

 

 

 

 

 

 

 

 

 

Figure 2. Coding and Output of Fligner-Killen Test results 
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Stationary examination in the mean is also performed by formal assumption test (homogeneity of 

variety) with the Fligner-Killen test. Fligner-Killeen test using significance level α=5, the p-value 

obtained is 0.000000151, then p-value<α so it fails to reject H₀ or in other words the variety of data is 

not stationary, so differencing needs to be done to overcome it. From the candidate parameters that 

have been obtained in the previous stage, these parameters are combined to form model candidates. 

Each model has a differencing parameter d = 1, and seasonal differencing D = 1.  The following 

chorelogram plots (ACF and PACF plots) of each data after differencing. 

Table 5. chorelogram plots (ACF and PACF plots) of each data after differentiation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Plots of ACF, PACF, and EACF values from each of these data scenarios are used to determine the 

values of each order on the model. The SARIMA model is a suitable model to model palm oil production 

data because the data contains seasonal patterns. The SARIMA model was identified based on ACF and 

PACF plots from already stationary data. The determination of the order p and q in the regular ARIMA 

model is done by taking into account the overall lag in the ACF and PACF plots, while for seasonal ARIMA 

because the seasonal period is annual (s = 12), the determination of the P and Q orders is done by taking 

into account the lags 12, 24, 36 and so on in the ACF and PACF plots. The figures above all 4 data 

scenarios show that regular lag on the ACF plot drops dramatically to zero after lag 1 and drops slowly 

after the seasonal lag, whereas in the PACF plot, regular lag drops dramatically after lag 1 and on 

seasonal lag drops dramatically after the 12th lag.  Based on this, the possible tentative models of each 

data scenario are: : 

 

Data ACF PACF EACF 

1 

  

 

2 

  

 

3 

  

 

4 
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Table 6. Tentative model candidate and Auto Arima 

Data Kandidat Model Kandidat Model Auto Arima 

Data Scenario 1 

ARIMA (0,1,1,1) × 

ARIMA(3,1,2)(1,0,0)₁₂ ARIMA (2,1,2) ×(1,1,1) 

ARIMA (1,1,1,0) × 

Data Scenario 2 

ARIMA (0,1,1,1) × 

ARIMA(0,1,1)(1,0,0)₁₂ ARIMA (2,1,1,1) × 

ARIMA (1,1,1,0) × 

Data Scenario 3 

ARIMA (0,1,1,1) × 

ARIMA(1,1,0)(1,0,0)₁₂ ARIMA (2,1,1,1) × 

ARIMA (1,1,1,2) × 

Data Scenario 4 

ARIMA (0,1,1,1) × 

ARIMA(1,1,0)(0,0,1)₁₂ ARIMA (2,1,1,1) × 

ARIMA (1,1,1,1) × 

 

Then each tentative model of each data scenario is carried out estimation or parameter 

estimation. The table is a tentative model of each data and its estimated values. And after that the 

estimated value obtained will be carried out a significance test to prove whether a parameter has 

meaning in the model. Based on the results obtained and testing the parameters that have been 

obtained, there are several conjecture models whose parameters are significant as follows. 

Table 7. Parameter estimation value of each tentative model candidate 

Data Model 1 Parameter Estimation 
1 𝐴𝑅𝐼𝑀𝐴(0,1,1) × (1,1,1)12 MA1: 0.3746 

SAR1: 0.2179 
SMA1: 0.8787 

𝐴𝑅𝐼𝑀𝐴(2,1,2) × (1,1,1)12 AR1: 0.2575 
AR2: 0.3732* 
MA1: 0.7416* 
MA2: 0.2348 

SAR1: 0.2392* 
SMA1: 0.8848* 

𝐴𝑅𝐼𝑀𝐴(1,1,0) × (1,1,1)12 AR1: -0.3731 
SAR1: 0.2161 
SMA1: 0.8747 

2 𝐴𝑅𝐼𝑀𝐴(0,1,1) × (1,1,1)12 MA1: 0.5023 
SAR1: 0.2770 
SMA1: 0.8481 

𝐴𝑅𝐼𝑀𝐴(2,1,1) × (1,1,1)12 AR1: 0.3813* 
AR2: 0.2773* 
MA1: 1.000* 

SAR1: 0.3044* 
SMA1: 0.8663* 

𝐴𝑅𝐼𝑀𝐴(1,1,0) × (1,1,1)12 AR1: -0.4487 
SAR1: 0.3082 
SMA1: 0.8685 

3 𝐴𝑅𝐼𝑀𝐴(0,1,1) × (1,1,1)12 MA1: 0.5503 
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SAR1: 0.1367 
SMA1: 1.000 

𝐴𝑅𝐼𝑀𝐴(2,1,1) × (1,1,1)12 AR1: -0.9408* 
AR2: -0.3737* 
MA1: -0.2925 
SAR1: 0.0876 
SMA1: 1.000* 

𝐴𝑅𝐼𝑀𝐴(1,1,2) × (1,1,1)12 AR1: -0.1996 
MA1: 0.4279 
MA2: -0.1661 
SAR1: 0.1019 
SMA1: 1.000 

4 𝐴𝑅𝐼𝑀𝐴(0,1,1) × (1,1,1)12 MA1: 0.2610 
SAR1: 0.6340 
SMA1: 0.9981 

𝐴𝑅𝐼𝑀𝐴(2,1,1) × (1,1,1)12 AR1: -0.2843 
AR2: 0.0549 
MA1: 0.0072 
SAR1: 0.5995 
SMA1: 0.9990 

𝐴𝑅𝐼𝑀𝐴(1,1,1) × (1,1,1)12 AR1: -0.4325 
MA1: -0.1370 
SAR1: 0.5982 
SMA1: 0.9987 

*significant on α=5%. 

 

Table 8. Parameter estimation value of each candidate Auto Arima model 

Data Model Auto Arima Parameter Estimation 

1 ARIMA(3,1,2)(1,0,0)₁₂ 

AR1:1.2940 

AR2: -0.1749 

AR3:-0.2611   

MA1:-1.7430 

MA2:0.7560 

SAR1:0.4357 

2 ARIMA(0,1,1)(1,0,0)₁₂ 
AR1: -0.4100 

SMA1:0.4909 

3 ARIMA(1,1,0)(1,0,0)₁₂ 
AR1: -0.4696 

SMA1:0.2884 

4 ARIMA(1,1,0)(0,0,1)₁₂ 
AR1: -0.2071 

SMA1:0.6545 
 

There are several SARIMA models that can be used to forecast palm oil production in PT X. The 

best model will be selected based on the criteria of the smallest AIC (Akaike Information Criterion), 

Corrected AIC (AICc) and Bayesian Information Criterion (BIC) values. 
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Table 9. AIC ACCc and BIC Values of Each Candidate Tentative and Auto Arima Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

After obtaining the best model from each data scenario, then the model parameter testing will be 

carried out using the User Defined Function printstatarima. 

Table 10. User Defined Function test Results 

Data scenarios Best models 

1 ARIMA(2,1,2)×(1,1,1)₁₂ 

2 ARIMA(2,1,1)×(1,1,1)₁₂ 

3 ARIMA(2,1,1)×(1,1,1)₁₂ 

4 ARIMA(0,1,1)×(1,1,1)₁₂ 

Scenario Model parameter test results 

Data 1 
Model 

ARIMA(2,1,2)×(1,1,1)₁₂ 

 

Data 2 
Model 

ARIMA(2,1,1)×(1,1,1)₁₂ 
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Based on the table above, the model is significant at p-value < α = 0.05. So, it was found that there 

was 1 significant model all the model coefficients, namely the 2nd data scenario with the 

ARIMA(2,1,1)×(1,1,1)₁₂ model. Furthermore, the Residual Correlation Test (LjungBox Test) and 

Normality Test (Jarque Bera Test) were carried out. The following output to determine the residual 

correlation of white noise and normality test output can be seen in the Table below. 

Table 11. LjungBox and Jarque Bera test Results 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The table above shows the results of the Ljung – Box p-value test for time lag 5, time lag 10 time, 

lag 15, lag 20, lag 25 and time lag 30 is greater than α = 0.05. It can be concluded that the model of each 

data scenario meets the requirements of white noise or is random. Furthermore, the results of the 

Normality Test (Jarque Bera Test) found that the value of all models from 4 data scenarios was smaller 

than alpha 5% (0.05). Thus, it can be concluded that the data involved in the study is not normally 

distributed. The results of the formal assumption test above on all data are not met, so this study focuses 

on the significance of the modeling results on the parameter values. Furthermore, the best model 

obtained is data forecasting. The best model obtained is then carried out both on the training data and 

Data 3 
Model  

ARIMA(2,1,1)×(1,1,1)₁₂ 

 

Data 4 
Model  

ARIMA(0,1,1)×(1,1,1)₁₂ 
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validated by being used to forecast the test data. The results of the accuracy of the problem in this study 

were seen based on the RMSE, MSE, and MAPE values. 

Table 12. Best Model Forecasting plot of 4 Data Scenarios 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Each model from 4 data scenarios obtained the best SARIMA model, namely 

SARIMA(2,1,1)×(1,1,1)₁₂ with a MAPE value of 1.63% with an accuracy rate of 98.36%.  

Comparison of LSTM and SARIMA palm oil production forecasting results 

Determination of the best parameters from forecasting results both on training data and test data 

cannot be done directly, but hypothesis testing is carried out first. The test used in this study was to use 

the t test. The purpose of this test is to detect real differences in the average RMSE and MAPE values. 

The results of hypothesis testing conducted showed that the results of training data forecasting between 

LSTM and SARIMA methods had significant differences, p-value for the average RMSE and MAPE <0.05. 

 

CONCLUSION 

The conclusion of this study is that from data processing and analysis in the previous chapter, it 

can be concluded that forecasting the amount of palm oil production in PT X can be modeled with LTSM 

and SARIMA method using Time Series Cross Validation (TSCV) data. The results of the analysis 

conducted on monthly palm head production data at PT X from 1997 – 2023 showed the best LSTM 

model in data scenario 1 with 259 test data and 65 test data with initialization of 32 neuron count and 

50 epoch count. While the best SARIMA model is SARIMA(2,1,1)(1,1,1)₁₂ in data scenario 2 with test 

data 194 and test data 39. The composition of test data and training data as well as Time Series Cross 

Validation (TSCV) data has a significant influence on forecasting. Overall, the results of the data scenario 

trial show that forecasting performance can be simulated with Time Series Cross Validation (TSCV) data. 

The performance of the SARIMA(2,1,1)(1,1,1)₁₂ model is better than LSTM. This performance is 

RMSE MAE MAPE RMSE MAE MAPE

1 34418.6 23360.5 7.61513 180937.6 165877.8 46.52791

2 27022.6 18164.3 0.483 78438.06 61377.4 1.631

3 19159.38 13365.33 7.182571 41589.2 35204.72 10.537551

4 15713.95 10022.9 8.080656 13303.17 12424.16 6.272402

Data

Akurasi

Data Latih Data UjiPlot Peramalan
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measured based on the MAPE value followed by variety analysis. The SARIMA model gives a MAPE value 

of 1.63% which is smaller than LSTM with a value of 14.06%. It can be concluded that the LSTM model 

is suitable to be used as a model to forecast PT X's monthly palm oil production. 

From the results of the research that has been done, there are several suggestions that can be done 

for further research, namely adding the palm oil production dataset to daily so as to get more accurate 

forecasting results. In addition to palm oil production variables, other variables can also be used to see 

their effect on forecasting accuracy, such as rainfall, soil content. Although the models in this study have 

shown fairly high accuracy results, other models are needed that are better able to capture random 

patterns in the data. For future research, in order to adjust the method used with existing datasets. The 

more historical data the LSTM method uses, the more accurate the prediction results. Conversely, the 

more data sets used, the less accurate the SARIMA method tends to be. 
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