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 Artificial intelligence (AI) has emerged as a promising technology 
in the field of healthcare, enabling the development of innovative 
solutions that enhance the quality and efficiency of medical 
services. The application of AI in the management of patient data 
has facilitated the acceleration, optimization, and precision of this 
process, which can subsequently improve the quality of healthcare 
services. This study aims to analyse the legal challenges that arise 
with the use of digital technology and artificial intelligence in 
patient data management, and to identify relevant legal solutions 
to overcome these problems. The study employs library research 
techniques, analysing statutory provisions and drawing on both 
written and unwritten positive law to examine legal issues. The 
results show that the integration of AI and digital technology in 
healthcare has yielded significant advantages, including enhanced 
efficiency, precision in diagnosis, and the harnessing of big data for 
patient care. However, a number of significant challenges remain, 
particularly with regard to the safeguarding of personal data. The 
formulation of an ethical framework for the utilisation of AI, the 
establishment of rigorous safety standards and the continuation of 
research in this domain are vital to enhance the advantages and 
mitigate the risks associated with the deployment of AI. It is 
imperative that health institutions and AI developers implement 
robust cybersecurity standards and periodic assessments for 
potential system vulnerabilities. 

 

  

 
INTRODUCTION 

The development of technology that runs so fast causes the emergence of cutting-edge 
technologies that are increasingly developed, one of which is artificial intelligence (AI). Artificial 
intelligence (AI) is a technology that can think like humans but is run by robots not naturally from 
humans themselves. In general, Artificial intelligence (AI) uses a certain level of intelligence that can 
perform human-like functions such as perception, knowledge and creativity (Arly et al., 2023). Artificial 
intelligence is a computer system capable of performing tasks that would normally require human 
intelligence. This technology can make decisions by analysing and using data available in the system. 
The process that occurs in Artificial intelligence includes learning, reasoning, and self-correction. This 
process is similar to humans analysing before making a decision. Artificial intelligence (AI) is one of the 
innovations in the industrial revolution era (Lubis, 2021).  

The development of digital technology has changed many aspects of human life, including in the 
field of health (Nugroho et al., 2023). Information technology and artificial intelligence (AI) have become 
integral to the management of medical data, whether in the context of electronic medical record storage, 
health data processing, or the delivery of data-driven health services (Prasanti & Indriani, 2018). The 
implementation of AI in patient data management facilitates the acceleration, optimization, and 
precision of this process, which can subsequently enhance the quality of healthcare services. However, 
these advancements do not come without challenges, particularly with regard to the protection of 
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personal data and the safeguarding of patient privacy rights (Suhartono & Assyfa, 2023).  Artificial 
intelligence (AI) is defined by its capacity to comprehend and execute actions that are most likely to 
attain a desired outcome. Artificial intelligence (AI) is regarded as the driving force behind the fourth 
industrial revolution, and it has now reached the stage of AI disruption. (Hadi & Guntara, 2022). 

In the field of healthcare, medical records are deeply intertwined with the day-to-day activities of 
healthcare professionals. This has led to the observation that medical colleagues can be considered a 
third party when doctors receive patients. This can be understood by considering that medical records 
are records of examinations and actions related to the handling of patients by doctors. Medical records 
are defined as files that contain records and documents pertaining to a patient's identity, medical 
examination, treatment, actions, and other services provided to the patient. Medical records are a 
compilation of data pertaining to the identity of the patient, the results of the anamnesis, the findings of 
the examination, and the documentation of all activities undertaken by healthcare providers for the 
benefit of the patient (Giyana, 2012). 

Medical records are written and recorded information about a patient's identity, medical history, 
physical examination, laboratory and radiology test results, diagnosis, and all medical services and 
actions provided to the patient, including outpatient, inpatient, and emergency services (Handiwidjojo, 
2009). As stated by the Ministry of Health, medical records serve as a crucial metric for evaluating the 
quality of medical services rendered by hospitals and their respective medical personnel (Kurniawan & 
Setiawan, 2021). One of the parameters for determining the quality of health services in hospitals is data 
or information derived from comprehensive and accurate medical records. The quality of medical 
records can be assessed based on several criteria, including the completeness of the content, accuracy, 
timeliness, and compliance with legal requirements. In the event of an error in the recording of 
information in medical records, it is imperative that the relevant files and records are not removed or 
deleted in any way (Bintariyati et al., 2022). 

Patient data represents a category of sensitive information that, if disclosed or exploited 
inappropriately, can give rise to a range of adverse consequences. These may include infringements of 
privacy or the potential for identity fraud (Priscyllia, 2019). In the context of the digital age, the risk of 
data leakage is becoming increasingly intricate and frequently challenging to foresee. Data leakage can 
be defined as the disclosure of confidential information, whether inadvertent or intentional, to 
unauthorized parties (Long et al., 2017). The utilisation of AI technology for the processing of vast 
quantities of data presents a novel avenue for the potential exploitation of such data, whether by 
unauthorised third parties or through the deployment of increasingly sophisticated cyberattacks. It is 
therefore imperative that patient data protection be accorded the serious attention it deserves 
(Disemadi, 2021). In the rule of law in Indonesia, every criminal offense, whether it involves a crime or 
a violation, must still be processed under the existing laws (Hernanto & Amelia, 2024) 

Article 297 of Law Number 17 of 2023 on Health (the "Law on Health") specifically regulates the 
confidentiality, integrity, security, and availability of data in medical record documents, imposing an 
obligation on health service facilities to maintain these standards. A comparable issue is addressed in 
Minister of Health Regulation Number 24 of 2022 concerning Medical Records, Article 32, which 
stipulates that all individuals involved in health services at healthcare facilities are obliged to maintain 
the confidentiality of the contents of medical records, even in the event of the patient's demise. 
Moreover, Regulation of the Minister of Health Number 36 of 2012 concerning Medical Secrets, Article 
4, also addresses this issue. It stipulates that all individuals involved in medical services and/or utilizing 
data and information about patients are obliged to maintain the confidentiality of medical secrets (Hadi 
& Guntara, 2022). 

As technology continues to advance, it is imperative that concrete steps be taken by a variety of 
stakeholders, including regulators, healthcare providers, and technology developers, to collaborate in 
the creation of a secure ecosystem for the protection of patient data. The success of patient data 
protection is contingent upon the establishment of rigorous regulatory frameworks and the fostering of 
mutual awareness and responsibility among stakeholders with regard to the maintenance of data 
security and confidentiality in the context of the ongoing digital revolution. It is also incumbent upon 
technology developers to create solutions that are not only effective but also ethical. It is imperative that 
the technologies developed are subjected to rigorous security and privacy standards, and that the social 
impact of the technology applications is duly considered. Through collaborative efforts, all stakeholders 
can collectively foster public trust in the digital health system, which in turn will facilitate the broader 
adoption of health technology. 
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It is of significant importance to educate the general public about their rights regarding personal 
data and the means by which they can safeguard their information. A greater public awareness of 
privacy issues may result in an increased demand for more transparent and responsible practices in the 
management of health data. It is anticipated that the implementation of a holistic and collaborative 
approach will facilitate the effective protection of patient data, thereby encouraging innovation and 
improving the quality of health services in the context of an increasingly digital era. 

The purpose of this study is to analyse the legal challenges that arise with the use of digital 
technology and artificial intelligence in patient data management, and to identify relevant legal solutions 
to overcome these problems. This study contributes to the intersection of law, healthcare, and digital 
technology by addressing the legal challenges associated with using artificial intelligence and digital 
technology in patient data management. It provides practical legal solutions to guide policymakers and 
healthcare administrators in developing robust regulatory frameworks that ensure data security, ethical 
practices, and compliance with legal standards. The research promotes a balanced approach to 
safeguarding patient rights while fostering innovation, supporting institutions in aligning with 
regulations, and enhancing trust among stakeholders. Additionally, it lays a foundation for future studies 
on the legal implications of AI in healthcare, contributing to the broader discourse on ethical and secure 
data usage. 
 

METHODS 
The research adopts a normative juridical approach, focusing on the analysis of legal principles 

and frameworks to address challenges and propose solutions regarding the utilisation of artificial 
intelligence in patient data management within the digital age. This method involves a comprehensive 
examination of primary legal materials, including Law No. 17 of 2023 on Health, Regulation of the 
Minister of Health No. 36 of 2012 on Medical Secrets, and Regulation of the Minister of Health No. 24 of 
2022 on Medical Records, alongside secondary legal materials such as legal doctrines, academic 
literature, and scientific articles.  

The research procedure includes identifying and collecting relevant legal documents and 
regulations, followed by a qualitative analysis that associates the data with pertinent legal provisions 
and principles. The study employs library research techniques, analysing statutory provisions and 
drawing on both written and unwritten positive law to examine legal issues. This approach provides a 
robust foundation for understanding and addressing the legal complexities surrounding AI-driven 
patient data management. 
 

RESULTS  
The Utilization of Digital Technology and Artificial Intelligence in the Management of Patient 
Data Has Given Rise to A Number of Legal Challenges 

The integration of digital technology and artificial intelligence (AI) in healthcare has yielded 
significant advantages, including enhanced efficiency, precision in diagnosis, and the harnessing of big 
data for patient care. Nevertheless, the implementation of these technologies also gives rise to a number 
of legal issues that must be addressed in order to safeguard patient rights and maintain the integrity of 
the healthcare system. 

The application of artificial intelligence (AI) in the gathering and examination of personal data 
gives rise to significant concerns pertaining to individual privacy (Dwork et al., 2016). One of the 
principal reasons why the utilisation of AI can potentially infringe upon individual privacy is due to its 
capacity to discern patterns within personal data. Artificial intelligence algorithms are capable of 
analysing data with a degree of precision and velocity that traditional methodologies are unable to 
attain. However, it is possible that sensitive information contained in personal data may be revealed 
without the consent or knowledge of the individuals concerned during this process (Siti Masrichah, 
2023). 

The use of Artificial intelligence (AI) in the face of AI threats and opportunities is inseparable from 
the technical, ethical, and security challenges that need to be considered. In recent years, various studies 
have identified several aspects that need to be considered in the responsible use of AI. Here are some of 
the key challenges to consider (Morgan et al., 2020): 

1) Technical Challenges: The technical challenges associated with AI include the collection and 
processing of quality data, the reliability and accuracy of algorithms, and the availability of 
sufficient computing capacity. In order to achieve the greatest possible benefit from the use of 
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AI, it is essential that access is available to sufficient, relevant, and of a high quality. 
Additionally, the creation of dependable and precise algorithms is crucial for the attainment 
of accurate and reliable outcomes. Moreover, AI necessitates the provision of adequate 
computing resources, including sufficient processing speed and storage capacity to 
accommodate the execution of extensive and intricate tasks. 

2) Ethical Challenges: The application of AI also gives rise to a number of significant ethical 
concerns. One of the most significant challenges is ensuring fairness and eliminating bias. It is 
possible that AI algorithms may reflect biases present in the training data or apply unfair 
decisions. It is therefore imperative that AI algorithms are developed and implemented in 
accordance with the principles of fairness, equality, and non-discrimination. Furthermore, 
ethical considerations extend to the domain of privacy and the protection of personal data. In 
the context of the collection and analysis of sensitive data, such as medical or financial data, it 
is of paramount importance to maintain the confidentiality of individual information and to 
guarantee the security of the data in question. 

3) Security Challenges: Furthermore, the utilisation of AI gives rise to a number of security 
concerns that must be addressed. Artificial intelligence (AI) systems are susceptible to 
exploitation and manipulation, whether through cyberattacks or data manipulation. It is of the 
utmost importance to prioritize the security of AI systems in the development and deployment 
of this technology. It is imperative that robust measures be implemented to safeguard AI 
systems from potential security threats. This entails the implementation of comprehensive 
data protection measures, the fortification of computing infrastructure, and the conduct of 
rigorous security testing. 

In order to effectively address these challenges, it is essential to adopt a comprehensive approach 
that engages the expertise of relevant professionals, including researchers, regulators, and 
practitioners. The formulation of an ethical framework for the utilisation of AI, the establishment of 
rigorous safety standards, and the continuation of research in this domain are vital to enhance the 
advantages and mitigate the risks associated with the deployment of AI. With regard to the challenges 
of artificial intelligence in patient data management, several challenges emerge with regard to the 
implementation of AI-based health services. These include aspects of effectiveness and security, 
responsibility, data protection, personal data protection, cybersecurity, and aspects of copyright law 
(Siregar, 2023).  

The confidentiality of patient data is a crucial element in the relationship between doctors and 
patients. This is contingent upon the ability to organize data-based health services and AI, which will 
require a substantial and diverse array of data about patients that is both personal and sensitive in 
nature (Trenggono & Bachtiar, 2023). As the data steward, the patient must grant permission for their 
personal data and medical records to be accessed by the information system in order for the latter to be 
able to process the data further and provide the most suitable recommendations. Information on the 
purpose and scope of data utilization should be provided, including the identity of the data recipients 
and the nature of the data to be disclosed. It is the responsibility of the organizer to ensure that the 
patient's data is managed in an appropriate manner and that it is not disseminated or used for other 
purposes without the patient's knowledge. The term "data management as intended" encompasses the 
utilization, storage, access, and dissemination of data, including for research, publication, and other 
purposes (Librianty & Prawiroharjo, 2023). 

The Personal Data Protection Law, for example, is often lacking in specificity with regard to the 
regulation of the use of technologies such as AI in the healthcare system, which has resulted in the 
emergence of regulatory gaps. A further challenge is that of transparency in the context of AI-based 
decision-making. The opacity of many AI algorithms, even to their developers, introduces a risk of 
unclear liability in the event of misdiagnosis or inappropriate medical treatment (Prastiwi et al., 2023). 
Furthermore, the potential for bias in AI algorithms represents a significant challenge. If AI is trained 
with non-representative data, there is a risk of biased decisions, which may result in discriminatory 
outcomes for specific patient groups (Ramadhani, 2024).  

From an ethical standpoint, questions also emerge concerning the extent to which AI can or should 
assume responsibilities that were previously the exclusive domain of human medical personnel, as well 
as the accountability of decisions made by AI in a clinical context. Patients may lack sufficient 
understanding of how their data is being utilized, particularly for technological development purposes. 
Therefore, it is imperative to implement more transparent and comprehensive regulation of patients' 
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rights to their data (Indra et al., 2024). Furthermore, patient consent mechanisms frequently prove 
inadequate due to the intricate nature of the technology, which is challenging to elucidate in a readily 
comprehensible manner. In sum, these legal challenges demand a comprehensive approach that entails 
updating regulations, establishing more rigorous standards for AI-based health data management, and 
enhancing awareness of all stakeholders regarding their rights and responsibilities. In the formulation 
of policies aimed at maintaining a balance between technological innovation and the protection of 
patients' rights, data security, transparency in decision-making, and the ethical use of technology should 
be accorded the highest priority. 

 
Relevant legal Solutions to Overcome Problems with the Use of Digital Technology and Artificial 
Intelligence in Patient Data Management 

The application of artificial intelligence (AI) in the field of healthcare has facilitated the 
development of innovative solutions that enhance the quality of medical services. The capacity of AI to 
rapidly and accurately analyse vast quantities of data enables medical professionals to gain more 
profound insights in a shorter time frame (Kementrian Kesehatan, 2024). The process of diagnosis, 
treatment planning, and early detection of diseases that previously required a lengthy time frame can 
now be expedited with the assistance of AI. This not only enhances efficiency but can also prove 
lifesaving by facilitating more prompt and precise medical interventions. Other advantages offered by 
AI include the personalization of care, whereby in-depth data analysis enables the provision of care that 
is more tailored to the specific needs of each patient, based on their health profile. 

Nevertheless, despite the considerable advantages conferred by AI in the field of healthcare, a 
number of significant challenges remain, particularly with regard to the safeguarding of patient data. 
The confidentiality, security, and privacy of data are of paramount importance in the context of the 
deployment of AI in healthcare (Andika & Soemarno, 2023). It is of the utmost importance to safeguard 
patient data, which is of a highly sensitive and personal nature, from any form of misuse or exploitation. 
This is particularly true given the potential for such data to be misused if it falls into the hands of those 
who may not have the requisite level of responsibility or accountability. The leakage or manipulation of 
medical information has the potential to negatively impact a patient's personal life in a multitude of 
ways, including affecting their health, social interactions, and economic stability. 

It is therefore evident that robust and comprehensive legal solutions are required to address these 
issues. It is essential that the law strikes a balance between the necessity to encourage technological 
innovation in healthcare and the obligation to protect patients' rights to privacy and security of their 
data (Simamora & Indah, 2022). Effective legal arrangements should include robust data protection 
mechanisms, rigorous security standards, and the right of patients to be fully informed about the use of 
their data, to exercise control over it, and to provide explicit consent for its processing. Concurrently, 
legal solutions must facilitate the advancement of the innovation ecosystem while ensuring the 
protection of patient privacy and security. In light of these considerations, the most appropriate legal 
solutions to address these issues are as follows: 

1) Improvement of Patient Data Protection Regulations: The protection of patient data is a 
fundamental aspect that must be considered in the use of AI in healthcare. Data protection 
regulations, such as Law No. 27 of 2022 on Personal Data Protection (PDP) in Indonesia or the 
General Data Protection Regulation (GDPR) in the European Union, provide a legal framework 
that can be adapted to the use of AI in healthcare (Kusworo et al., 2022). In the context of 
artificial intelligence (AI), it is imperative that regulations pertaining to data collection, 
storage, and utilization be reinforced in order to ensure compliance with established privacy 
principles (Srigantiny et al., 2024). It is imperative that enforcement mechanisms be 
reinforced with respect to the safeguarding of personal data, particularly in light of the 
growing prevalence of digital technology and artificial intelligence (AI) in the domain of health 
data management. It is imperative that regulations encompass a multitude of aspects, 
including transparency, explicit consent, and patients' rights to access and control their data. 
Furthermore, it is imperative to motivate technology developers to integrate privacy 
principles from the system design stage onwards. This guarantees that data protection is 
incorporated into the fundamental design of any technology. 

2) Transparency in Data Usage: It is imperative that the general public be aware of the 
transparency of all forms of news reporting on an event. This awareness is necessary to ensure 
the accuracy of information in the current era of openness. This demand creates a tenuous 
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distinction between individual privacy and the public interest (Prananda, 2020). One crucial 
solution is to enhance transparency regarding the utilization of patient data. It is imperative 
that healthcare institutions and AI providers be transparent about the intended use of data, 
the reasons for its use, and the parties responsible for its use. This transparency should be 
achieved through the implementation of an expanded informed consent process, whereby 
patients are provided with comprehensive information regarding the potential risks, benefits, 
and their right to object to the utilization of their data by AI technologies. 

3) Ethical Regulation in Health AI Development: AI used to analyse health data must be built to 
strict ethical standards (Nyoman & Purnama, 2024). It is imperative that the Medical Ethics 
Council and the AI Supervisory Board collaborate to establish ethical guidelines that 
encompass the tenets of fairness, accountability, and non-discrimination. One potential 
avenue for addressing these concerns is through the establishment of legal solutions, such as 
codes of ethics or regulatory guidelines, that mandate AI developers to ensure that their AI 
systems do not introduce bias into medical decision-making processes. Such bias could have 
adverse effects on patients based on factors such as gender, race, or economic status 
(Librianty & Prawiroharjo, 2023). 

4) Data Security Obligations: An additional legal avenue for addressing the concerns surrounding 
the use of AI in healthcare is to reinforce the obligations pertaining to the security of health 
data. This can be achieved by implementing robust cybersecurity measures to prevent the 
leakage or misuse of sensitive information. It is imperative that health institutions and AI 
developers implement robust cybersecurity standards, including data encryption, the use of 
secure servers, and periodic assessments for potential system vulnerabilities. (Raharja, 2024). 
Failure to protect data should be followed by significant legal sanctions to provide a deterrent 
effect. 

5) Supervision and Legal Liability: To ensure effective law enforcement, there should be a clear 
oversight mechanism. The Data Protection Supervisory Authority and other independent 
agencies can be empowered to monitor the use of AI in the healthcare sector. In addition, if 
there is a violation of patients' privacy rights, AI developers and healthcare institutions should 
be held legally responsible, including the obligation to compensate affected patients (Sumitra 
et al., 2024). 

6) Harmonization of International Regulations: The term "international regulatory 
harmonization" is used to describe the process of creating coherent and consistent global 
standards to protect data privacy in the context of digital technology and artificial intelligence 
(AI) for patient data management. This is of particular importance given that patient data 
frequently transcends national boundaries, and regulatory frameworks can vary considerably 
between countries. The objective of harmonization is to establish a level playing field between 
countries, enabling technology companies, including those developing AI, to adhere to a single 
set of universal principles, thus eliminating the necessity to tailor their operations to the 
specific requirements of each jurisdiction. For example, the General Data Protection 
Regulation (GDPR) in the European Union establishes rigorous privacy standards and serves 
as a model for other countries. However, it should be noted that countries such as the United 
States have different regulatory frameworks in place, including the Health Insurance 
Portability and Accountability Act (HIPAA) (Nabanan et al., 2023). Harmonization is 
important because without a unified regulatory approach, there is a risk of differing legal 
interpretations that could hinder technological innovation and secure data management. 

7) Strengthening Patient Rights: In light of the growing reliance on digital technology and 
artificial intelligence (AI) in healthcare, it is imperative to prioritize the protection of patient 
data. It would be prudent for Indonesia to reinforce the Personal Data Protection Law, as 
exemplified by Law No. 27 of 2022, in order to guarantee that patients' medical data is not 
exploited inappropriately and safeguarded from unauthorized disclosure (Meher et al., 2023). 
It is also imperative that legal solutions be implemented to reinforce patients' rights with 
regard to their data. This encompasses the right of access, the right to rectification, the right 
to delete data, and the right to transfer data to another healthcare provider. Patients must be 
granted comprehensive control over their data, with readily accessible and intelligible 
procedures for exercising those rights. 
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CONCLUSION 
Artificial intelligence (AI) in healthcare offers significant opportunities for improving medical care 

quality and efficiency. However, it also presents challenges in safeguarding patient data, including 
confidentiality, security, and privacy. Technical challenges include data processing quality, algorithm 
development, and computing capacity. Ethical issues involve fairness, privacy, and personal data 
protection. To overcome these, a comprehensive legal solution is needed, including data protection 
regulations, transparency, and ethical standards in AI development. The use of AI in healthcare will 
continue to expand, ensuring privacy and security while delivering benefits to society. Future research 
should focus on developing AI-specific legal frameworks, harmonizing international regulations, 
implementing ethical AI implementation, assessing data security technologies, establishing stakeholder 
collaboration models, integrating patient input into AI systems, and assessing AI's impact on healthcare 
equity. 
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